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Abstract

The method of a phase shift angle measurement wsinditional averaging of delayed signakalute valu
(CAAV) is presented in this paper. The input siridabsignalx(t) is without noise. White noise with norr
distribution and band limited to low frequencies lh&en applied as disturbance of delayed sinussiigiad|z(t).
Noisen(t) — N(O, o) is added to the delayed signal - the noised atalydd signak(t) is obtained. The pha
angle shift is proportional to time location of 8X's minimum (minimum of the characteristic of catidnal
averaging of delayed signal's absolute value). Phase angle shift can be determined on the ba:
conditional averaging value of elaborated algorithifhe characteristics of conditional average ofayed
signal’'s absolute value in the surrounding of theimum of this function (the results of prazl investigatior
and theoretical calculation) are presented. The®xgntal variance of characteristic CAAV in sumdings o
the minimum (obtained from practical investigatiarsl calculation) is illustrated in the paper. Higorithm:
of conditional averaging have been elaborated aactipally realized in the LabVIEW environment.
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1. Introduction

The most common disturbances encountered in theurgraents of the phase angle shift
of two sinusoidal signals result from the noiserntanics and constants of the signal.
Electronic phase-meters with the processing of @hasgle shift into time intervals are
susceptible to noise. Random disturbances affecptlcision of zero passage of both runs
and directly affect the measurement precision efttime segment which corresponds to the
phase shiftp of two analysed signals [1]. In real-world me&snents two cases are observed:
both signals (input and output) are noised or dmiydelayed signa{t) is noised.

The models with random disturbances occur in tlauagion of the measurement accuracy
of small angle for example in optical interferomsté]. A correction of the measurement
accuracy of the phase shift angle of noisy sigoalsbe obtained by using algorithm methods
including statistical analysis, e.g. determinatidrthe cross correlation of two signals shifted
by angleg [1, 3, 4], as well as algorithms which use cowditii averaging of signals as
proposed by the authors of the paper [5, 6, 7, 8].

2. Models of the estimated characteristics

The signal processing model assumes that the afiginusoidal signak(t) is free from
disturbances, while the signal additively disturlwath noisen(t), characterized by the model
N(O, o), is the secondary signalt). The signal available for analysis is the signal
Z(t) = y(t) + n(t). The signal values occur in the momensndt; (7= to-t;).
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The description of the signal processing is madkg thie following denotation:

% =X(t,)= X, codwlt, +4,), ®)
¥ =¥(t)=Y, codwit, +4,), @
Y =¥t +7)=y(t) = ¥, codwlt, + wiz + 4, ). )
where:g., = ¢ - @y is the phase shift angle between sigmét)sandy(t),
n, =n(t,), @
2, =2{t,) = y(t,)+nlt,)- 5)

The following relation is right for constant valwé phase angle shift between signals
x(t) andy(t):

Y, =Y, co{wDr +¢,,tarc cos;((lJ . (6)

m

The relation is unique in the set @tand equal to:

Y, =Y, co{a)D‘ +¢,, +arc cos;((lj . )

m

The conditional probability density for the functad relation (7) is equal to:

ol Vil )= ply.)= {yz -Y, CO{wD‘ *t¢, tarc COS;H : ®)

m

The conditional probability density for the indedent signalsi(t) andx(t) is:

1 o
], )= plna) = pln) =2 e 7. (©)
! o2t
In such a case the conditional density of sigfilas phase-shifted and disturbed by noise
n(t) can be determined with a conditional density adumon of the constituent signals:

_(Zu~ %)

J{yz—Ym CO{Q}H+@V+ arCCOSXLHE# e dy=

—0

p( zl,)=P(2.)=

© mz o2 (10)
1 {zzw—Ymco{m]+@y+ arccos)%,ﬂ
= 207
_Un\/ZTe
When the thresholg =0, the following occurs:
[220+yo]2
1 "
i - o 11
2, o)= )= J5e a

where:y, = - Y, sin(wxt +f ).

In order to analyze the non-linear transformatibthe signalz the following denotations
are introduced:

W, = Wz‘x1=0 =

Zz‘xlzo = ‘Zzo § Zyor = TW, | Zyg, = W, (12)
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The probability density of the absolute value ofidiional signalz, can be expressed by

formula:
_(Wz_yo)z _(Wz+y0)2

p22(2201) + pzz(zzoz) -1 e 2 4o 290 | (13)
dw, dw, oN2m
d22 Z201 d22 Z202

The conditional average value of the absolute valusignalz,, (CAAV) can be derived
from the following expression:

Py (Wz )

(W2+YO)

- (w-3,)?
— 1 - a2 a7

xl:O]ZWZZJ'Wprz(Wz)dWZZJ\/ZTJ.V\QE o \/*J'V\é Ay =1+, (14)

The first integral],, can be calculated by introducing an auxiliary able:
BeYoop; g =-B (15)

Un Un
The calculations give the following result:
o - %

L=y | =+ e, 16
yo[ ( o)} on (16)

z dnis the Laplace function.

where: @(3,) = r I e

The integral, can be calculated in a similar way:
%

- _ 1_ Jn 207
y{z ®( o)} e 17)

When substituting with (16) and (17) to (14), tlildwing expression for the CAAV is

obtained:
2 %
W, =W,(r) = 2y, [@| o)+\fﬂan e % (18)
The function@(17, can be represented by a series:

®(n ) % i( jzkﬂ, (19)

2k
where:T, =————— ..
‘< 1Bmf2k +1)
When the valueg, are low and the only first term of the seriesdedj the model of linear
approximation is obtained:
s
o\, )= . 20
)= = (20)




A. Kowalczyk, A. SzlachtAL GORITHMIC METHOD FOR PHASE ANGLE SHIFT OF NOISEDLTAGES USING...

Following further reductive transformations of aepression (18) using the formulas (11)
and (15), the result is the relation for the capdél average value in the direct
neighbourhood of its minimum:

2
_ 2 Yol o
W,(r)= ﬂdn[[anj sin?(er +¢Xy)+1]. (21)
At the minimum point of the characteristig (z) for 170 = 0:
W, =20, 22)
m
21 ‘2W7222
=, ]——e", 23
plw,) \/; 5 (23)
T o F 2 2 2
Var|w,]= J'(W2 —W2) p(w, ) dw, = o7 (1—71) = 03607 (24)
0

At the minimum pointw,(z) for the delayr, , the variance of the variabie is 36% of the
variance of the sinusoidal signal which transiteotigh the zero value and is additively
disturbed by nois8l(0,0r).

At the characteristic point®,(z), which are significantly distant from the minimyoint

Wz(ro) for n7o> 3, based on (18):
W,(7) =W, =|y,|. (25)

The mean-square value of the varialspecan be expressed with the following relation:

W, = E{

while the variance is:

v+ }zE{(yo+n)2}= Ely;)+2%Em+E[°)=y; vz, (26)

Var[wz] = z//vzV2 -W =0;. (27)

n

The variance of the variable is the disturbance variance.

When the values of Ar are low in the neighbourhood of the pomtwhich determines
the minimum of the functiorm,(r), it is possible to further reduce the relation)(2d the
following:

2
A =w2(r0)[[Yma)ArJ +1]. (28)
The expected value is:

el ()] = w(r,) - (29)
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The characteristic variance is:

Varli (z,)] = €] [sz(ro)—wz(ro)]z}:wzz(ro)[YmwTE(Ar“),. (30)

With the distribution model for the deviatiom&r from 7, in the form ofN(0,04) the
following is obtained:

E(ar')=3d%,. (31)
The relative uncertainty square is:

rel [WZ TO ] @M] {Y wj 4 (32)

To ]2 ar -t

This allows one to calculate the deviatiggy from the following relation:

o, = 0,76%0 { U [\%vz(ro)] }% . (33)

The resulting calculations (22) and (24) also intpigt:

2 R

o [ ()] = V2] U”( _ ”j - 057. (39)

[, (z, )] ( F"j

Taking the expressions (33) and (34) into accoirgsgan approximate theoretical relation
for the standard deviation of the estimigte

o, =0,

To

. 35
AT (35)
It can be proven that the standard deviation of mi@ment of the sinusoidal signal
transiting through the zero level (2) and additvalisturbed by the noiséN(0,a) is
formulated as follows:
0,
g, =—". 36
To lejl.) ( )
The comparison of the expressions (35) and (36wsha decrease in the standard
deviation of the CAAV minimum location by approxitely 34%.
The experimental characteristic of the CAAV is ai¢al by conditional averaging of
delayed signat(t):

~ 1Y
W, (T) = ﬁzwzi (ti + T)‘x(t, )=0" (37)
i=1
with the experimental variance for the argumgriased on (24) and equal to:
n 2
Var[v*v2 = 0'3}?0” , (38)

where:K is the number of the CAAV values calculated irs thoint. As for the characteristic

points which are significantly distant from the imium point (for;,> 3):
2

Var[\%vz] = % . (39)
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The argument of the minimum of the CAAV charactéiér), allows determination of the
sought phase shift from the following relation:

@xy == %O Lé. (40)

with the standard uncertainty of:

o, =0, [w=066". (41)
Py To Y

m

3. Practical analysis

The measurements were performed using a laborattanyd equipped with a digital
generator for sinusoidal voltage signals with inglitase shift, random voltage signal
generators, models of disturbing systems, a dajaisition system with statistical analysis
software and a digital oscilloscope. The measurésniacluded the analysis of the following
signals:x(t) (disturbance-free) with the amplitudg,= 1 V and the frequendy=100 Hz; and
the signalz(t) delayed by 1.046(6) rad (and disturbed at $INR= X2/20:2 = 294). The
signalsx(t) andz(t) were sampled with the frequenigy240 kHz [9].

Figure 1 presents the runs of the conditional ayenalue characteristics of the delayed
and noisy signal absolute value (CAAV): both preatiand approximated based on the
expression (28). Both characteristics are condistenthe direct neighborhood of the
minimum points.

0204
\ - — - - approximated

practical
\ M=90; 5.=41,8mV

0,154

0,10 4

CAAV, IV

0,05 4

0,00

T T T T T 1
370 380 390 400 410 420 430

n

Fig. 1. The characteristics of conditional averggifiabsolute value of the delayed signal surraumits
minimum.

The relation between the experimental (practicatjance of the CAAV characteristics in
the minimum neighborhood is presented in Fig. 2 Talculations were based bh= 90 of
the performance of the conditional averaging of signal z(t) and K =100 of the CAAV
characteristic calculations at every point. Theustidal signals had the amplitude
Xm= Ym=1V, while the standard deviation of the noise wgs 0,0418 V. The consistency of
the practical characteristic with the theoreticdtualations of values can be observed:

- In the direct neighborhood of the minimum — expi@s$38) (lower broken line);
- At the points significantly distant from the minimu- expression (39) (upper broken line).
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Fig. 2. The experimental variance of characteriS#AV close to the minimum.

4. Conclusion

The application of conditional averaging of the albte value of the delayed sinusoidal
signal disturbed by normal noise allows the vamatiche reduced by the characteristic delay
time 1o proportional to the phase shift between the siiralrelation to the zero-transition
moment variance of the sinusoidal signal on the esalisturbance — using a traditional
measurement method.

The precision of the estimafg based on the CAAV characteristic minimum is deteed

by the form (rate of rise) and variance of the ahtaristic itself. The study shows the
consistency of the theoretical and practical patarseof the CAAV characteristic at the
minima.

The decrease in the varianoé0 by 56 % may have practical use in the measuresr@nt

voltage phase shifts at infra-low frequencies {ferl Hz) due to the benefit of shortening the
length of the time for the analysis at the assumedsurement precision.
Further improvement of the precision of the estedavalue 7, proportional to the

measured phase shift can be obtained by using &ietbchethod of multi-level conditional
averaging of the delayed signal absolute value.
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